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EE361: SIGNALS AND SYSTEMS II
CH6: ANALYSIS AND PROCESSING OF RANDOM 
PROCESSES
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NOTE ON CONTENT

We will only cover 

 6.3 Power Spectral Densities

 6.4 White Noise

 6.5 Response of Linear Systems to Random Inputs
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INTRODUCTION

This chapter finally connects the second half of 
ee361 (probability, random variables, random 
processes) to ee360 and first half ee361 (LTI 
systems)

 Explain how to analyze an LTI system with stochastic 
input
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 Autocorrelation

 𝑅𝑋(𝜏) = 𝑅𝑋𝑋 𝜏 = 𝐸 𝑋 𝑡 𝑋 𝑡 + 𝜏

 Properties

 1) 𝑅𝑋 −𝜏 = 𝑅𝑋 𝜏

 2) 𝑅𝑋 𝜏 ≤ 𝑅𝑋 0

 3) 𝑅𝑋 0 = 𝐸 𝑋2 𝑡 ≥ 0

 Cross correlation

 𝑅𝑋𝑌 𝜏 = 𝐸 𝑋 𝑡 𝑌 𝑡 + 𝜏

 Properties

 1) 𝑅𝑋𝑌 −𝜏 = 𝑅𝑌𝑋 𝜏

 2) 𝑅𝑋𝑌 𝜏 ≤ 𝑅𝑋 0 𝑅𝑌(0)

 3) |𝑅𝑋𝑌 𝜏 | ≤
1

2
𝑅𝑋 0 + 𝑅𝑌 0

 If 𝑅𝑋𝑌 𝜏 = 0 ∀𝜏 ⇒ mutually 
orthogonal
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POWER SPECTRAL DENSITY (POWER SPECTRUM)

Describes how variance of data is distributed over 
frequency

 Indicates which frequency variations are strong (more 
energy)

Defines as Fourier Transform of autocorrelation

 𝑆𝑋 𝜔 = ∞−
∞

𝑅𝑋 𝜏 𝑒−𝑗𝜔𝜏𝑑𝜏  FT

 𝑅𝑋 𝜏 =
1

2𝜋
∞−
∞

𝑆𝑋 𝜔 𝑒𝑗𝜔𝜏𝑑𝜔  iFT
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PROPERTIES OF PSD

 𝑆𝑋 𝜔 = ∞−
∞

𝑅𝑋 𝜏 𝑒−𝑗𝜔𝜏𝑑𝜏

 𝑅𝑋 𝜏 =
1

2𝜋
∞−
∞

𝑆𝑋 𝜔 𝑒𝑗𝜔𝜏𝑑𝜔

 1) 𝑆𝑋 𝜔 ≥ 0 and real

 2) 𝑆𝑋 −𝜔 = 𝑆𝑋 𝜔

 3) 𝐸 𝑋2 𝑡 = 𝑅𝑋 0 =
1

2𝜋
∞−
∞

𝑆𝑋 𝜔 𝑑𝜔

 For discrete 

 4) 𝑆𝑋 Ω + 2𝜋 = 𝑆𝑋 Ω 2𝜋 periodic 
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CROSS PSD (CROSS POWER SPECTRUM)

 𝑆𝑋𝑌 𝜔 = ∞−
∞

𝑅𝑋𝑌 𝜏 𝑒−𝑗𝜔𝜏𝑑𝜏  ℑ{𝑅𝑋𝑌 𝜏 }

𝑅𝑋𝑌 𝜏 =
1

2𝜋
∞−
∞

𝑆𝑋𝑌 𝜔 𝑒𝑗𝜔𝜏𝑑𝜔  ℑ−1 𝑆𝑋𝑌 𝜔

Properties

 1) 𝑆𝑋𝑌 𝜔 = 𝑆𝑌𝑋 −𝜔

 2) 𝑆𝑋𝑌 −𝜔 = 𝑆𝑋𝑌
∗ (𝜔)

 Note: 𝑆𝑋𝑌 𝜔 is complex valued, discrete version is also 
2𝜋 periodic 
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WHITE NOISE

 The white noise RP 𝑤(𝑡), is a wide-sense stationary 
(WSS) zero-mean CT random process with:

 𝑅𝑊 𝜏 = 𝜎2𝛿 𝜏

 𝑆𝑊 𝜔 = ∞−
∞

𝜎2𝛿 𝜏 𝑒−𝑗𝜔𝜏𝑑𝜏 = 𝜎2

 White noise process has a constant power spectrum

 All frequencies are equally represented  “white” signal

 Note: the avg. power of 𝑤(𝑡) is not finite

 DT has finite power for 𝑤(𝑛) because 𝑆𝑊 Ω = 𝜎2 is over a 
2𝜋 interval (period)
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LTI RESPONSE TO RANDOM INPUTS

 Remember

 𝑦 = 𝑇 𝑥 = ℎ ∗ 𝑥 for LTI system

 CT case

 𝑦 𝑡 = ∞−
∞

ℎ 𝜏 𝑥 𝑡 − 𝜏 𝑑𝜏

 DT case

 𝑦 𝑛 = σ𝑘=−∞
∞ ℎ 𝑘 𝑥[𝑛 − 𝑘]

 Note: we are using here notation from Oppenheim and 
Schafer
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CT LTI SYSTEM WITH RANDOM INPUTS I

When input is RP {𝑋 𝑡 , 𝑡 ∈ 𝑇𝑋}, then output is also 
a RP 𝑌 𝑡 , 𝑡 ∈ 𝑇𝑌

 𝑌 𝑡 , 𝑡 ∈ 𝑇𝑌 = 𝑇 𝑋 𝑡 , 𝑡 ∈ 𝑇𝑋

 Poor notation: system 𝑇 operating on RP 𝑋(𝑡)

For a realization (specific input signal)

 𝑦𝑖 𝑡 = 𝑇 𝑥𝑖 𝑡

 Our traditional study from ee360 and first half of ee361
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CT LTI SYSTEM WITH RANDOM INPUTS II

 Given LTI system with random input (can’t specifically 

give output 𝑌 𝑡 = ∞−
∞

ℎ 𝜏 𝑋 𝑡 − 𝜏 𝑑𝜏)

Specify stochastically

 𝐸 𝑌 𝑡 = ∞−
∞

ℎ 𝜏 𝐸[𝑋 𝑡 − 𝜏 ]𝑑𝜏

 𝑅𝑌 𝑡, 𝑠 = ∞−
∞

∞−
∞

ℎ 𝛼 ℎ 𝛽 𝑅𝑋 𝑡 − 𝛼, 𝑠 − 𝛽 𝑑𝛼𝑑𝛽
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CT LTI SYSTEM WITH RANDOM INPUTS III

 For WSS 𝑋 𝑡

 𝐸 𝑌 𝑡 = ∞−
∞

ℎ 𝜏 𝐸[𝑋 𝑡 − 𝜏 ]𝑑𝜏

= 𝜇𝑋 ∞−
∞

ℎ 𝜏 𝑑𝜏 = 𝜇𝑋𝐻 𝑗𝜔 |𝜔=0
 Since 𝐸 𝑋 𝑡 − 𝜏 is a constant and 𝐻 𝑗𝜔 = ℑ ℎ 𝑡

 𝑅𝑌 𝑡, 𝑡 + 𝜏 = ∞−
∞

∞−
∞

ℎ 𝛼 ℎ 𝛽 𝑅𝑋 𝜏 + 𝛼 − 𝛽 𝑑𝛼𝑑𝛽 = 𝑅𝑌(𝜏)

 𝑌(𝑡) is WSS since:

 1) 𝐸 𝑌 𝑡 = 𝜇𝑋𝐻(0)  constant

 2) 𝑅𝑌 𝑡, 𝑡 + 𝜏 = 𝑅𝑌 𝑡, 𝑠 = 𝑅𝑌(𝜏)
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WSS LTI PSD

 𝑆𝑌 𝜔 = ∞−
−∞

𝑅𝑌 𝜏 𝑒−𝑗𝜔𝜏𝑑𝜏 = 𝐻 𝜔 2𝑆𝑋 𝜔

 𝑆𝑌 𝜔 - output psd

 𝐻 𝜔 2 - magnitude squared of frequency response 

 𝑆𝑋 𝜔 - input psd

 𝑅𝑌 𝜏 =
1

2𝜋
∞−
∞

𝑆𝑌 𝜔 𝑒𝑗𝜔𝜏𝑑𝜔 =
1

2𝜋
∞−
∞

𝐻 𝜔 2𝑆𝑋 𝜔 𝑒𝑗𝜔𝜏𝑑𝜏

 Average power

 𝐸 𝑌2 𝑡 = 𝑅𝑌 0 =
1

2𝜋
∞
∞
𝐻 𝜔 2𝑆𝑋 𝜔 𝑑𝜔
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DT LTI RESPONSE

Very similar results to CT case

 𝑌 𝑛 = σ𝑖=−∞
∞ ℎ 𝑖 𝑋(𝑛 − 𝑖)

 𝑅𝑌 𝑛,𝑚 = σ𝑖σ𝑙 ℎ 𝑖 ℎ 𝑙 𝑅𝑋(𝑛 − 𝑖,𝑚 − 𝑙)

For WSS 𝑋(𝑛)

 𝐸 𝑌 𝑛 = 𝜇𝑋𝐻(0)

 𝑅𝑌 𝑛,𝑚 = 𝑅𝑌 𝑛, 𝑛 + 𝑘 = 𝑅𝑌 𝑘

 𝑆𝑌 Ω = 𝐻 Ω 2𝑆𝑋 Ω
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RECAP

Since random input gives random output, analyze 
LTI system stochastically

 Power spectrum is FT of (auto)correlation

Will focus on WSS processes

 1st-order specification

 Expected output: 𝐸 𝑌 𝑡 = 𝜇𝑋𝐻 𝑗𝜔 |𝜔=0

 2nd-order specification

 Autocorrelation: 𝑅𝑌 𝜏 = ℑ−1 𝑆𝑌 𝜔 = ℑ−1 𝐻 𝑗𝜔 2𝑆𝑋 𝜔
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EXAMPLE 6.26

𝑋 𝑡 WSS and 𝑅𝑋 𝜏 = 𝑒−𝑎|𝜏| for input

ℎ 𝑡 = 𝑒−𝑏𝑡𝑢(𝑡)

Find autocorrelation of output 𝑌(𝑡)

Will do in discussion

16


