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EE361: SIGNALS AND SYSTEMS II

CH4: FUNCTIONS OF RVS, EXPECTATION
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INTRODUCTION

We will only give a brief glimpse of a few concepts

Would require much more time to do this properly
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FUNCTION OF ONE RANDOM VARIABLE

Define a new RV as function of another

 𝑌 = 𝑔 𝑋

Denote 𝐷𝑌 as the subset of 𝑅𝑋 (range of 𝑋) such 
that 𝑔 𝑋 ≤ 𝑦

 𝑌 ≤ 𝑦 = 𝑔 𝑋 ≤ 𝑦 = 𝑋 ∈ 𝐷𝑌

 Event of all outcomes 𝜉 s.t. 𝑋 𝜉 ∈ 𝐷𝑌
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 CDF

 𝐹𝑌 𝑦 = 𝑃 𝑌 ≤ 𝑦

= 𝑃 𝑔 𝑋 ≤ 𝑦

= 𝑃 𝑋 ∈ 𝐷𝑌

= 𝐷𝑌
𝑓𝑋 𝑥 𝑑𝑥

 Note: we will only consider
continuous time 

 PDF

 With 𝑋 continuous with pdf 
𝑓𝑋(𝑥) and 𝑦 = 𝑔 𝑥 a one-to-
one mapping

 𝑥 = 𝑔−1 𝑦 = ℎ(𝑦)

 Then,

 𝑓𝑌 𝑦 = 𝑓𝑋 𝑥
𝑑𝑥

𝑑𝑦

= 𝑓𝑋 ℎ 𝑦
𝑑ℎ 𝑦

𝑑𝑦
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EXPECTATION (4.5 A, C)

 Note subscript 𝑋 in 𝐸𝑋[. ] indicates the underlying 
randomness  distribution comes from RV 𝑋

Linearity property 

 𝐸[σ𝑖=1
𝑛 𝑎𝑖𝑋𝑖] = σ𝑖=1

𝑛 𝑎𝑖 𝐸[𝑋𝑖]

 Independence property

 𝐸 ς𝑖=1
𝑛 𝑔𝑖 𝑋𝑖 = ς𝑖=1

𝑛 𝐸 𝑔𝑖 𝑋𝑖
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SPR 4.92 EXPECTATION

𝑋 number of heads in 3 tosses of a coin.  Find 
expected value of 𝑌 = 𝑋2
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SPR 4.87 DISTRIBUTION

 Find the pdf of 𝑌 if 𝑋 ∼ 𝑈[−1, 2]

 𝑌 = 2𝑋 + 3 = 𝑔(𝑋)

 Find mapping and partial derivatives

 𝑥 = ℎ 𝑦 =
𝑦−3

2
𝑑𝑦 = 2𝑑𝑥 ⇒

𝑑𝑥

𝑑𝑦
=

1

2
=

𝑑

𝑑𝑦
ℎ(𝑦)

 Combine for final distribution 

 𝑓𝑌 𝑦 = 𝑓𝑋 𝑥
𝑑𝑥

𝑑𝑦
= 𝑓𝑋 ℎ 𝑦

𝑑ℎ 𝑦

𝑑𝑦
= 𝑓𝑋

𝑦−3

2

1

2
=

1
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 Note: 𝑓𝑋 𝑥 =
1

3
since it is a uniform RV

 Check endpoints 

 −1 =
𝑦−3

2
⇒ 𝑦 = 3 − 2 = 1 2 =

𝑦−3

2
⇒ 𝑦 = 7

 See problems 4.2 - 4.4
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𝑓𝑌 𝑦 ∼ 𝑈[1,7]


