Abstract—In this paper, we propose a complete active-power-management scheme for the control of battery energy-storage systems (BESSs) for two main applications: 1) photovoltaic (PV) capacity firming and 2) energy time shift (ETS). In the proposed approach, first two control algorithms are designed to provide active-power set points to BESS for the above applications. Then, an optimization routine for integrating these controllers is designed. The proposed approach uses an energy-conservation method to integrate these two applications of energy-storage system. The designed algorithm was tested on a transient simulation platform and then implemented on a 720-node actual power distribution feeder. The main advantage of the proposed method is that the algorithm can be used to optimize multiple functions and perform simultaneous control of BESS.

Index Terms—Batteries, energy storage-management systems (SMs), energy time shift (ETS), message bus, peak-load shaving, renewable capacity firming.

NOMENCLATURE

System Topology
BESSM Battery energy-storage and management system.
SMS Storage-management system.
BESS Battery energy-storage system.
BMS Battery management system.
PWM Pulsedwidth modulation.
PV Photovoltaic.
PVCF PV capacity firming.
ETS Energy time shift.
IDA Intermittency detection algorithm.
IDAOF IDA output.
AFI Adaptive filtering control.

Algorithm Parameters
$P_{set}(t)$ Active-power set point.
$P_{pr}(t)$ Firming active-power reference.
$P_{de}(t)$ Discharge active-power set point.
$P_{Cset}(t)$ Charge active-power set point.
$P_{pv}(t)$ Instantaneous active PV power.
$P_{pv}^{k}(t)$ Instantaneous active PV power for day $k$.
$P_{scmp}(t)$ Instantaneous smoothed characteristic maximum PV power.
$R_{d}$ Maximum daily rate of change of active power for PV station.
$R_{m}$ Maximum allowed value for weighing factor time differential.
$R_{m}$ Maximum allowed rate of change of smoothed characteristic maximum PV curve.
$m_{e}(t)$ Dynamic BESS energy-oriented firming reference weighing factor.
$P_{de}(t)$ Instantaneous value of dynamic energy-oriented firming reference.
$SoC_{T}$ Target state-of-charge (SoC).
$T_{T}$ Target time for target SoC.
$T_{est}$ Predicted time of feeder peak-load.
$P_{est}$ PV power intermittency detection threshold.
$E_{Bcap}$ Energy capacity of BESS.

Implementation Infrastructure
SGL Smart grid laboratory.
DNP Distributed network protocol.
MQTT Message queue telemetry transport.
DMZ Demilitarized zone.

I. INTRODUCTION

The applications in which energy storage systems are used hold considerable value to energy producers, grid operators, and, in turn, energy consumers. As concluded in [1], energy storage systems can provide efficient solutions for various issues in modern electrical networks including microgrids. For different applications, different technologies of energy storage can be used. As mentioned in [2], these applications include electric ETS, voltage support, transmission support, time-of-use energy management, demand-change management, renewable ETS, and renewable capacity firming. Upon studying the usability of various energy-storage technologies for various applications, it is found that flywheel energy storage (FES) is suitable for applications that address dynamic stability [4], transient stability [5], voltage support [6], and power quality improvement [7]. Nevertheless, FES cannot present value for area control/frequency regulation or transmission capability improvement [2]. On the other hand, superconducting magnetic

energy storage (SCMES) and BESS are suitable for applications that improve dynamic stability [8], [9], transient stability [10], [11], voltage support [12], area control/frequency regulation [13], [14], transmission capability [13], [14], and power quality [5], [15]. BESS was found to be the most economically viable energy-storage technology for such applications.

Several works has focused on BESS management for application such as PVCF [16]–[21]. Even though there is no unique way to smooth the PV output, [16] and [17] focus on a moving-average-based ramp-rate control. A dynamic filtering controller and dynamic rate-limiter approach are used in [16], and an exponential moving-average method has been utilized in [17] for controlling the battery for PV smoothing applications. However, these works do not consider multiple functions for the storage that can be used simultaneously at a given point of time. In our earlier work [18]–[20], we proposed multiple-function controller architecture for more than one application of BESS.

In this paper, two control algorithms are designed for controlling BESS power and energy; the first one for PV smoothing and the second one for ETS applications. The PV smoothing algorithm controls BESS power to smooth the intermittency of the PV farm (connected to the feeder separately), and the ETS algorithm controls the BESS energy so that the battery is discharged during the peak-load conditions. Then, the SoC of the battery is optimized so that both these algorithms can be run simultaneously on the SMS. To test the performance of the system, first an electromagnetic transient program (EMTP) model of the actual 720 node power-distribution system in the power grid of South Eastern United States is designed. The models are first validated with the real data from the feeder for testing purpose. Using the EMTP-validated model, the performance of the control algorithms is analyzed. Further, the designed controller is used to control the actual 750 kWh BESS connected to the actual distribution grid via a remote control-communication infrastructure, where real measurements (from PV station, BESS, and feeder substation) are streamed to the remote controller, and in turn, active-power charge and discharge set points of the battery are sent back to BESS. The main advantages of the proposed architecture are as follows.

1) The PV smoothing and ETS algorithms are adaptable in nature.
2) The SoC optimization of these algorithms allows for a co-optimization methodology that can be used to simultaneously run these algorithms.
3) The proposed architecture can be implemented in the field.

This paper is organized as follows. In Section II, the system topology is discussed. Section III discusses the proposed control methodology. Section IV describes the practical implementation architecture and results on the actual feeder, and Section V concludes this paper.

II. SYSTEM TOPOLOGY

First, to design and test the control algorithms, a real feeder model is designed. The modeling of the feeder, PV farm, and battery is based on a real distribution feeder located in the power grid of South Eastern United States. In this feeder, the battery and SMS are connected to one location, and the PV farm is located separately from the battery. The details of the feeder and the devices are discussed next. The models are prepared for the feeder and each of the field devices, and are validated based on the actual field data.
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The distribution feeder shown in Fig. 1 is a practical medium-voltage 12.47 kV residential radial distribution feeder consisting of 720 nodes. Fig. 2 shows the aggregated model of the actual 720 node power-distribution system in the power grid of South Eastern United States is designed. The models are first validated with the real data from the feeder for testing purpose. Using the EMTP-validated model, the performance of the control algorithms is analyzed. Further, the designed controller is used to control the actual 750 kWh BESS connected to the actual distribution grid via a remote control-communication infrastructure, where real measurements (from PV station, BESS, and feeder substation) are streamed to the remote controller, and in turn, active-power charge and discharge set points of the battery are sent back to BESS. The main advantages of the proposed architecture are as follows.
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II. SYSTEM TOPOLOGY

First, to design and test the control algorithms, a real feeder model is designed. The modeling of the feeder, PV farm, and
are possible during both charge and discharge states of the battery. This would not be achievable with a bidirectional inverter. The topology shown in Fig. 4 includes (in its discharge path) the battery model connected to a dc–dc buck converter. The buck converter is connected to a three-phase three-leg voltage source inverter, which has a built-in filter for harmonic suppression and reactive power support.

The SMS charge path includes a three-phase full-wave rectifier connected (on its ac side) to the PCC through delta-delta transformer. The dc side of the rectifier is connected to a buck converter. The rectifier sets the voltage at the charge dc link. Switch $(Q_2)$ shown in Fig. 4 is controlled to buck the rectified voltage at the dc link to the required output voltage value for the required battery-charge rate. The voltage $(V_c)$ required to charge the battery is calculated from the desired charge rate, which is represented by negative values of the active-power reference signal $(P_{set}(t))$.

C. PV Station

The PV station described is connected on the same bus as that of the BESS. As shown in Fig. 5(a), the practical system consists of six separate arrays connected to six separate inverters, which are commonly connected to the PCC. Each array utilizes a different PV architecture. Nevertheless, 70% of the total PV station capacity is of the same module (Yingli) and inverter-type (Satcon). Thus, for evaluation purpose, the system is aggregated into a single array with a single inverter as shown in Fig. 5(b).

D. Model Validation

The PV module and inverter used for the aggregated PV station array are such that the model is the most commonly used in the practical PV farms. After the models are developed in EMTP domain, validation is performed. For example, the irradiance profile obtained from the field sensor for certain days is used as an input data, and the PV output from the EMTP PV farm model is compared with the PV farm output from the field. Similar methods of input-/output-data-based validations...
are performed for other devices such as BESS and SMS. Due to space limitation, the details are excluded.

III. PROPOSED BESS CONTROL METHODOLOGY

The proposed control methodology relies on gathering data streams from different points of the described distribution feeder. These data sets are published to a field message bus, where data can be accessed by authorized system operators. A remote dedicated system which is used to subscribe to the field message bus and acquire data inputs needed for the BESS applications is implemented. The proposed BESS controller is situated at a remotely located laboratory, where real-time system data are streamed through the utility-operated field message bus as shown in Fig. 6. Both real-time system data and recorded historical data are used to calculate the required BESS active-power reference \( P_{\text{set}}(t) \) and identify optimal firming degree.

A. PVCF Algorithm

The BESS control algorithm for PVCF aims to minimize PV station power-swings. The described PVCF algorithm targets large power-swings occurring at noon when PV output is at its peak. These swings are the most crucial to minimize transients in the feeder. A PV reference value is used to determine the optimal corrected PV power output (PCC power) during power-swings. This reference curve is deduced taking into account the PV station characteristics, BESS size, and real-time SoC. The PVCF algorithm depends on a four-stage AFC methodology. First, a characteristic PV curve is developed based on daily PV power recorded from historical data. Second, a smooth characteristic PV curve is developed. Third, a firming power reference is developed that considers real-time PV station power-swing magnitudes, battery capacity, and targeted SoC at the end of the firming period. Fourth, an IDA triggers the BESS to commence and halt firming based on PV station output ramp rate. The details of the algorithms are discussed next.

1) Characteristic PV Curve Calculation: The PV reference power algorithm utilizes short-term historical PV station output to develop a characteristic maximum PV curve for the PV station location at that time of the year. This curve is used to ultimately deduce an optimal power reference, which is compared with instantaneous PV output power to determine the manner in which the BESS active power should be dispatched to attain firmed PCC power. As shown in (1) and an example in Fig. 7, the instantaneous value of the BESS active-power reference signal \( P_{\text{set}}(t) \) for PVCF is equal to the difference between the power reference and the real-time output power of the PV station

\[
P_{\text{set}}(t) = P_{\text{pr}}(t) - P_{\text{pv}}(t).
\]

For a daily-output power of PV station \( P_k(t) \), where \( k \) signifies the day number; \( k = 1, 2, 3, 4, \ldots, n \), the characteristic maximum and minimum PV curve is given by

\[
P_{m}^{\text{max}}(t) = \max \{ P_{\text{pv}}(t), P_{\text{pv}}(t - \Delta t), \ldots, P_{\text{pv}}(t - (n - 1) \Delta t) \}
\]

\[
P_{m}^{\text{min}}(t) = \min \{ P_{\text{pv}}(t), P_{\text{pv}}(t - \Delta t), \ldots, P_{\text{pv}}(t - (n - 1) \Delta t) \}
\]

where \( T = n \Delta t \) and \( n \) represents the number of previous days utilized to form the characteristic maximum and minimum PV curves. Then, the reference power can be written as

\[
P_m(t) = \frac{\sum_{k=1}^{n} \mu_k P_{m}^{\text{max}}(t) - \sum_{k=1}^{n} \mu_k P_{m}^{\text{min}}(t)}{\sum_{k=1}^{n} \mu_k}.
\]

For a daily input data and to capture maximum power from the PV farm, the daily reference curve can be represented as

\[
P_m(t) = \max \{ P_m(t), P_m(t - \Delta t), \ldots, P_m(t - (n - 1) \Delta t) \}
\]

where \( t \) represents current day and \( \Delta t \) represents the previous days or in a general form

\[
P_m(t) = \max (P_1(t), P_2(t), P_3(t), \ldots, P_n(t)).
\]

Considering the above, the rate of power changes can be represented as

\[
rP_m(t) = \frac{\Delta P_m(t)}{\Delta t} = \frac{P_m(t) - P_m(t - \Delta t)}{\Delta t}.
\]
It could be noted that (7) can be written as a function of maximum and minimum power from the PV as

$$rP_m(t) = f_{PV} \left( \frac{P_m^{\max}(t) - P_m^{\min}(t)}{P_m(t)} \right).$$

(8)

Let $U_l$ be the maximum-allowed ramp rate and $L_l$ be the minimum-allowed ramp rate, then by the same token

$$U_l(t) = \frac{P_m^{\max}(t) - P_m^{\max}(t - \Delta t)}{\Delta t}$$

(9)

and

$$L_l(t) = \frac{P_m^{\min}(t) - P_m^{\min}(t - \Delta t)}{\Delta t}.$$ 

(10)

An example characteristic maximum curve is shown in Fig. 8.

2) Smoothed Characteristic Maximum Curve Calculation: The smoothed characteristic maximum power curve (SCMP) is defined as

$$P_{scmp}(t) = aP_m(t) + b(P_{scmp}(t - \Delta t) + R_m \Delta t)$$

$$+ c (P_{scmp}(t - \Delta t) + R_m \Delta t)$$

(11)

where $a$, $b$, and $c$ are digits of a 3-bit binary number $(\Psi)$, $a$ being the most significant bit, and $c$ the least significant. Let us define $\lambda$ as

$$\lambda(t) = \frac{P_m(t) - P_{scmp}(t - \Delta t)}{\Delta t}$$

(12)

$$\Psi(t) = \begin{cases} 
100, & \text{for } -R_m < \lambda(t) < R_m \\
010, & \text{for } \lambda(t) > R_m \\
001, & \text{for } \lambda(t) < -R_m
\end{cases}$$

(13)

where $R_m$ is defined as the maximum-allowed rate of change of the smoothed characteristic maximum PV power with respect to time. $R_m$ is directly related to $R_n$, which is defined here as the PV station’s nominal characteristic rate of change of output active power. In other words, it can be described as the maximum rate of change of a PV station’s output power with respect to time, in the absence of clouds and any rapid power-swings. The value of $R_n$ is directly related to the size of the PV station in question. Assuming a 1-MW PV station, $P_m(t)$ is regressed to attain the sixth-order polynomial as shown below

$$p(t) = 4.24 \times 10^{-13} t^6 - 8.98 \times 10^{-10} t^5 + 7.4 \times 10^{-7} t^4 - 3 \times 10^{-4} t^3 + 0.05 t^2 + 0.24 t + 15.31.$$ 

(14)

The attained polynomial is differentiated with respect to time to attain $(dp(t)/dt)$ as shown in Fig. 9. Since irradiance is approximately symmetrical across noon, single $R_n$ and $R_m$ values are defined for both increasing and decaying PV power output. Therefore, the maximum positive and negative rates of changes of the regressed sixth-order polynomial are averaged to deduce $R_n$ for a 1-MW station. The value of $R_m$ is chosen to be 130% of $R_n$ to allow for curve settling after fluctuations of $P_m(t)$. Fig. 10 shows $P_{scmp}(t)$ after utilizing an $R_m$ value of 6 kW/min.

3) Firming Reference Calculation: Here, a firming reference power considering the ramp rates and the battery state of charge is designed. The firming reference $[P_{pr}(t)]$ is a fraction of the SCMP curve. This can be written as

$$P_{pr}(t) = m(t) \times P_{scmp}(t).$$

(15)

The firming reference value determines the degree of attainable firming. During PV power-swings, it dictates the extent to which the BESS intervenes. Since, varying the weighting factor...
$m(t)$ can be used to control the degree of firming and, in turn, the battery state-of-charge (SoC) throughout the firming period, its value is used to maximize the SoC at the time of predicted feeder peak-load and also maintain sufficient firming. This can be accomplished as follows. For a certain time step ($\Delta t$)

$$\Delta \text{SoC} \times E_{\text{cap}} = (P_{\text{pv}}(t) - m_e(t)P_{\text{scmp}}(t)) \Delta t$$  \hspace{1cm} (16)

where $E_{\text{cap}}$ is the battery energy capacity and $\Delta \text{SoC}$ is the change in SoC. The weighting factor $m_e(t)$ is defined as

$$m_e(t + \Delta t) = \frac{P_{\text{pv}}(t)}{P_{\text{scmp}}(t)} - \frac{E_{\text{cap}}}{P_{\text{scmp}}(t)} \frac{\Delta \text{SoC}}{\Delta t} \frac{dm_e(t)}{dt} < r_m$$

(17)

$$\Delta \text{SoC} = \frac{\text{SoC}_T - \text{SoC}(t)}{T_f - t}$$  \hspace{1cm} (18)

$$P_{\text{pr}}(t) = m_e(t) \times P_{\text{scmp}}(t) : \frac{dP_{\text{pr}}(t)}{dt} < R_m.$$  \hspace{1cm} (19)

As shown in (17), the value of $m_e(t)$ can be adjusted for each time step ($\Delta t$) to allow battery SoC to reach a target value (SoC$_T$) at a target time ($T_f$). The manner in which the SoC approaches its target value is shown in Fig. 11. Not reaching the targeted SoC compromises the execution of further energy-storage functions after PVCF. The weighting factor ramp limiter ($r_m$) is then tuned to assess favorability of maximized firming against reaching SoC target.

Further, reaching the targeted SoC before the targeted time compromises firming performance. For this case, target value is 95% SoC at a target time ($T_{sw}$). Considering the typical partially cloudy PV day shown in Fig. 12, the weighing factor $m_e(t)$ varies according to (17) to firm power intermittencies and simultaneously maximize BESS SoC at the end of the day. In turn, the firming reference varies which causes the BESS firming region to shift. The BESS firming region is defined as the region in which the BESS (in light of its capacity) is capable of firming any PV power-swings.

The increase of the BESS SoC from 15% to 80% is apparent in Fig. 13. Also, the firming region attained covers most of the PV power-swings. This implies that, even with the stochastic nature of PV power-swings, efficient performance of PVCF is possible while setting battery SoC to a desired value.

4) Intermittency Detection: Intermittency detection allows idling of the BESS during times when the PV output power is naturally firmed and does not require conditioning. The IDA contributes to conservation of battery life and decreases value degradation. The IDA relies on constantly tracking the rate of change of the difference $P_c(t)$ between the output PV power and the PV power reference $[P_{\text{pv}}(t)]$. $P_c(t)$ is equal to $P_r(t)$, such that the first derivative with respect to time of $P_{\text{pr}}(t)$ is limited to a certain value ($R_{\text{sw}}$). Equation (21) defines this relation. $P_{\text{c}_f}(t)$ is then subtracted from $P_{\text{pr}}(t)$ to obtain ($D$). If the value of $D$ violates a certain threshold, PV power-swings are identified and firming is commenced. Firming continues till value of $D$ is maintained within limits for a period $T_d$

$$P_c(t) = P_{\text{pv}}(t) - P_{\text{pr}}(t)$$  \hspace{1cm} (20)

$$P_{c_f}(t) = \begin{cases} P_c(t), & \text{for } R_{\text{sw}} < \frac{P_c(t) - P_{c_f}(t - \Delta t)}{\Delta t} < R_{\text{sw}} \\ R_{\text{sw}} \Delta t + P_{c_f}(t - \Delta t), & \text{for } \frac{P_c(t) - P_{c_f}(t - \Delta t)}{\Delta t} > R_{\text{sw}} \\ R_{\text{sw}} \Delta t - P_{c_f}(t - \Delta t), & \text{for } \frac{P_c(t) - P_{c_f}(t - \Delta t)}{\Delta t} < R_{\text{sw}} \end{cases}$$  \hspace{1cm} (21)

$$D(t) = P_c(t) - P_{c_f}(t).$$  \hspace{1cm} (22)

An important trait of the discussed IDA is the application of dual triggers to prevent premature setting of the IDAOP, which would cause unwanted BESS operation. The first threshold violation of $D(t)$ is ignored and used only to set the value of an SR flip-flop that, in turn, sets the IDAOP, provided that a secondary SR flip-flop is also set by a secondary threshold violation of $D(t)$. Fig. 14 shows the operation of the IDA for a sample day. It can be noticed that the algorithm is triggered only during
the times of intermittent PV station output or, in other words, during high-scale power-swings. It is also clear that the algorithm output is rested after the PV station output maintains a nonintermittent output state for the specified time period $T_d$.

B. Energy Time Shift

The ETS algorithm designed hereafter aims to achieve the electricity market equivalent of financial arbitrage, a term widely used by utilities and storage-system operators for ETS applications. The financial definition of arbitrage is the simultaneous purchase and sale of identical commodities across two or more markets to benefit from a discrepancy in their price relationship. In order to efficiently achieve this, the precise prediction of peak-load magnitude and time is crucial. Studying the long time-interval load curves, it was found that applying a moving-average prediction scheme with variable intervals provides accurate prediction. Relying on this, the algorithm checks the battery SoC and calculates the time of day to commence battery discharge, such that the predicted load-curve maximum time lies in the middle of the discharge time period

$$P_{est}(n + 1) = \frac{\sum_{k=n-M+1}^{n} P_k(t)}{M} \quad (23)$$

where $n$ represents the current day and $M$ is the moving-average interval

$$T_{est}(n + 1) = \frac{\sum_{k=n-M+1}^{n} T_k(t)}{M} \quad (24)$$

$P_k(t)$ and $T_k(t)$ are the magnitude and time of daily peak-loads for the $k$th day, respectively,

$$T_{Dstart} = T_{Lpeak} - \frac{(\text{SoC}) \times E_{Cap}}{2 \times P_{D}} \quad (25)$$

Given a sample of 60-day load-curve data, daily peak-load magnitudes and times are determined and shown in Figs. 15 and 16. Equations (23) and (24) are applied with an arbitrary moving-average interval $M = 5$. The error between actual and predicted peak-load values for varying the moving average period from $M = 1$ to $M = 60$ is shown in Fig. 17. It can be seen that utilizing a moving-average interval less than 10 for peak-load magnitude prediction offers less than 10% error, whereas utilizing a moving-average interval greater than 6 for peak-load time prediction offers an error less than 7%. Assuming the battery is fully charged and will perform ETS at maximum battery capacity (250 kW), the total time of discharge...
is 3 h. This covers the average prediction error calculated. Also, since load curves of most days show minimal load at 4:30 A.M., the ETS algorithm is set to start charging the battery at 3 A.M. to avoid the local maximum that occurs at 7:00 A.M. Figs. 12–17 indicate the performance of the proposed algorithm based on the simulations performed using the models developed in EMTP simulator and the controller developed in MATLAB.

C. Combined PVCF and ETS Operation

Utilizing calculated parameters and equations of both applications discussed, a practical and efficient operation of the BESS can be achieved while satisfying desired value of both PVCF and ETS. The predicted time of feeder peak load can be used in the PVCF algorithm to modify the weighting factor \( m_e \) using an optimization algorithm. The value of \( \text{SoC}_T \) and \( \text{T}_{\text{est}} \) in (18) can be set to maximum BESS \( \text{SoC} \) and \( \text{T}_{\text{est}} \), respectively. So, the BESS will perform PVCF while modifying BESS \( \text{SoC} \) till the time of predicted feeder peak load at which ETS will commence discharge according to \( \text{T}_{\text{Dstart}} \) in (25). These modifications will allow having BESS \( \text{SoC} \) optimal, so that both applications can be performed.

IV. REAL FEEDER IMPLEMENTATION ARCHITECTURE AND RESULTS

In order to ensure that the data flow from battery site to the remote laboratory is adequately secure and can be reliably accessed, the network model between the utility’s substation local area network and the university network must be considered. Fig. 18 shows the path the data must traverse to be delivered from battery site to the described remote laboratory.

System measurements being streamed through the utility message bus include voltages and active and reactive powers from the BESS, PV station and substation. Further, BESS \( \text{SoC} \) as well as equipment alarms are also being streamed to ensure system operational safety. Furthermore, the real-time PCC power \( [P_{\text{pcc}}(t)] \) and feeder load \( [P_{\text{Fload}}(t)] \) is evaluated through the following equations:

\[
P_{\text{pcc}}(t) = P_{\text{pv}}(t) + P_{\text{BESS}}(t)
\]

\[
P_{\text{Fload}}(t) = P_{\text{ss}}(t) + P_{\text{pcc}}(t)
\]

where \( P_{\text{ss}}(t) \), \( P_{\text{pv}}(t) \), and \( P_{\text{BESS}}(t) \) are the real-time values of substation power output, PV station, and BESS power (positive for discharge and negative for charge), respectively. Since there are no other generating units within the described feeder, (26) becomes valid for feeder load evolution.

A. Communication Infrastructure

Data originates from multiple different devices at the BESS site. These include inverters, reclosers, voltage regulators, and revenue meters. These devices are all connected to a local area network at the substation utilizing the DNP3 protocol. The application that translates the utility standard protocols such as DNP3 or Modbus to MQTT is referred to as a protocol adapter. The data received must traverse the public internet before finally passing the university firewall to the remote laboratory location.

B. Implementation Results

The implementation results for combined PVCF and ETS are presented hereafter for three summer days. The practical operation of the devised algorithm is presented by showing three main figures. The first figure shows firming reference real-time variation and associated parameters, namely, \( \text{SoC} \) and PV power output. The second figure presents a firming index proposed to quantify the degree of firming performed is presented. Finally, the feeder load compared to the substation generation is presented to signify the effect of the ETS application in shaving feeder peak load. The percentage reduction in feeder peak load is calculated and shown within the figures itself.

Figs. 19–21 represent in their first plot the active PV power output for July 27, July 29, and August 5, respectively. Algorithm active-power output set points \( [P_{\text{Pr}}(t)] \) as well as actual BESS output are shown in the second plot of each figure. The third plot illustrates the corresponding \( \text{SoC} \) variation. As presented in these figures, online calculation of \( P_{\text{Pr}}(t) \) is governed by the current state of charge, the time of predicted maximum feeder load, and the PV power output to \( P_{\text{cmp}}(t) \) ratio. Equations (17)–(19) express the step changes in \( P_{\text{Pr}}(t) \).

In an effort to quantify our algorithm’s PVCF efficiency, a similar firming index to that applied in [23] is shown in Figs. 22–24. This firming index is defined as the slope of the least-square line of the PCC power 5-min differential plotted against that of the PV power. In other words, e.g., each point on the plot shown in Fig. 22 has an \( x \)-axis value equal to the PV power differential over 5 min and a \( y \)-axis value equal to the PCC power differential over the same period. So, a point at (400, 60) implies that a 5-min power-swing of 400 kW out of the PV station was reduced to 60 kW at the PCC, after BESS PVCF algorithm intervention. Now, taking the least-square linear regression line’s slope over the entire firming period gives...
Fig. 19. PV power compared to reference power, algorithm set point compared to actual BESS dispatched power and SoC, respectively, for July 27, 2014, PVCF and ETS.

Fig. 20. PV power compared to reference power, algorithm set point compared to BESS dispatched power and SoC, respectively, for July 29, 2014, PVCF and ETS.

Fig. 21. PV power compared to reference power, algorithm set point compared to BESS-dispatched power and SoC, respectively, for August 5, 2014, PVCF and ETS.

Fig. 22. Firming index for July 27, 2014, PVCF.

Fig. 23. Firming index for July 29, 2014, PVCF.

an indication of how much firming was performed. Therefore, a unity slope implies no firming. On the other hand, a zero slope implies theoretical maximum firming.

Figs. 25–27 depict the operation of the ETS application. At 3 A.M., the BESS SoC is sought to be adjusted to a suitable value for the PVCF application commencement. Since the BESS is now performing multiple functions, it is no longer required for BESS SoC to be maximized at the beginning of the day in anticipation of ETS discharge. It is rather adjusted to a prechosen value to allow efficient firming. It is worth mentioning that if
BESS SoC is 100% at that time, PVCF can be performed with only the discharge capabilities of the battery, thus diminishing 50% of the BESS’s firming capability. The 3 A.M. time is chosen, since feeder load is usually at its minimum during that time.

ETS charge and ETS discharge represent when the ETS operation is performed. For example, during ETS discharge, the battery discharges. However, during ETS charge, battery optimizes the SoC operation for that day (that may be due to charging or discharging the battery), so that both PVCP and ETS application can be simultaneously performed.

As the day progresses and PVCF is performed, the BESS switches from running the PVCF to ETS as soon as the predicted time-feeder peak load is calculated. During that time, as shown, the substation generation is clearly displaced from feeder load by the combined BESS and PV stations’ power generated at the PCC during ETS. The percentages shown on each plot depict the percentage reduction in feeder peak load after BESS ETS application intervention. However, the maximum BESS contribution to peak-load reduction cannot exceed 250 kW. The rest of the power offset is offered by the PV station. Further, during ETS discharge, battery power is dispatched in a manner to induce discharge firming. This allows the battery to perform peak-load shaving and simultaneously perform partial firming.

V. CONCLUSION

The implementation results displayed led us to conclude that the devised PVCF and ETS applications were successful in performing their respective functions. Optimized PV firming was successful in allowing the opportunity for multiple-function implementations while still performing efficient firming. The ETS feeder peak-load time-prediction method presented valuable peak-load shaving results. The applied communication infrastructure was successful in conveying controller inputs and outputs to and from the BESMS which allowed efficient control. It also provided a great environment for extended testing of the devised algorithms.
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